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Abstract—This paper studies the application of counterexample-guided abstraction refinement to programs written in Instruction List. More importantly, it presents an approach for automatic abstraction refinement based on SAT solving. This technique is based on an encoding of the semantics of Instruction List in propositional Boolean logic. Since elegant ideas and careful engineering have advanced SAT solvers to the state they can rapidly decide satisfiability of structured problems that involve thousands of variables, this approach scales well in practice. The true force of this method, however, is that a single description of the semantics of a program can be used to perform abstraction refinement in a number of abstract domains, including but not limited to intervals and bit sets, thereby decoupling the refinement from the chosen abstraction.

I. INTRODUCTION

Programmable logic controllers (PLCs) are frequently used to control safety-critical systems. Since failure of such systems may have disastrous effects, the application of formal methods to the software of such systems is highly desirable, if not even recommended [1]. Two particular techniques that allow to prove the absence of runtime errors are model checking [2] and abstract interpretation [3]. In model checking, the behavior of a system is formally specified with a model, and all paths through the program are then exhaustively checked against its requirements. The detailed nature of the requirements entails that the program is simulated in a fine-grained way, sometimes down to the level of individual bits. Because of the complexity of this reasoning, there has been much interest in operating over collections of states — which are equivalent in some sense — rather than individual states. This approach ties model checking to abstract interpretation [3], the key idea of which being to simulate the execution of each concrete operation in a program using an abstract counterpart over a collection of states. The notion of abstraction, however, entails an inevitable loss of precision. If the specification of the system is satisfied on an abstract semantics of the program, then it is also satisfied by the concrete program. The converse, however, does not hold. If the abstract system violates the specification, this may be due to abstraction, which manifests itself in spurious counterexamples.

This observation has led to the development of a technique called counterexample-guided abstraction refinement (CEGAR) [4], [5], [6]. The key idea of this approach is to automatically refine the abstract semantics of a program whenever a spurious counterexample is encountered. The method terminates if either the refined abstract model satisfies the specification or a real counterexample is found. Implementing a refinement loop which suppresses certain undesired behavior, however, is a challenging task. This is because abstract states of a program are classically represented using geometric concepts such as intervals [3], polyhedral spaces [7], or affine spaces [8]. This conceptual difference between the fine-grained nature of states — which consist of collections of bits — and high-level geometric abstractions presents a semantic gap that has to be bridged. Automatic abstraction, and accordingly automatic refinement, presents a technique to overcome this gap.

A. Overview

Our model checking framework focusses on software written for PLCs which operate in the cyclic scanning mode. In general, the cyclic scanning mode consists of three atomic steps: (1) reading inputs which are usually connected to sensors, (2) performing a computation and (3) writing outputs which are usually connected to actuators. These steps are executed at a high frequency and the PLC can be considered as a black box which sets output variables depending on input values (and internal variables that last over multiple cycles, which we refer to as global variables). As all steps are atomic, the program might assume invalid states before the end of the cycle without violating its specification — the output connectors are not changed until the program has finished its computation. On the one hand, this behavior has to be taken into account when verifying the program, which poses a particular challenge. On the other hand, knowledge about the structure of the system also allows to design domain-specific verification techniques which turn out to be more efficient than general-purpose approaches. Recent work [9], [10] has shown this for programs written in Instruction List (IL) [11].

B. Approach

To allow for the verification of PLC programs, we use a direct model checking approach according to [9]. Since PLCs programs usually have a huge number of inputs, they are especially prone to state explosion, which we cope with using an abstract simulation and refinement technique described in [10]. The simulation starts with the most general abstract values for all inputs and successively refines them at key points in the program, taking account of the cyclic execution mode, whenever it is required to do so. These points are guarded with constraints at the following program locations:
- All conditional instructions are guarded such that all branches are taken deterministically to maintain the atomic execution of a cycle.
- At the end of the cycle, some global variables are constrained to suppress spurious counterexamples.
- Variables used in atomic propositions are constrained to derive the truth value of the formula.

To find suitable refinements, a tailored constraint solver was used in [10] to derive constraints on the inputs that suppress the undesired behavior. This constraint solver, however, cannot appropriately handle constraints involving more than one variable. Further, carefully engineering a solver that performs optimal transformations to derive refined input constraints is a time-consuming and error-prone task. This is even more so since the hand-written solver is domain-dependent, and thus needs to be adopted for each abstract domain.

C. Contribution

To efficiently handle more complex constraints and automate the process of refinement, this paper introduces a SAT solving technique which is used to refine the ranges of input variables. Therefore, we interpret each variable $x$ of the program as a vector of propositional (Boolean) variables $(x_{n-1}, \ldots, x_0)$ representing the bits. The most significant bits (MSB) of $x$ is labelled $x_{n-1}$ and we have $x = \sum_{i=0}^{n-1} 2^i x_i$.

We then translate the semantics of a given IL program into propositional Boolean logic, a technique that is colloquially referred to as bit-blasting [12]. The resulting Boolean formula describes the relations between input and output variables. A SAT solver is then called iteratively, performing a kind of dichotomic search, to infer upper and lower bounds for variables subject to some constraint. This allows us to automatically derive abstraction refinements for constraints involving multiple variables and complex arithmetic or logical expressions.

D. Structure

The remainder of this paper is structured as follows. First, Sect. II demonstrates the application our approach to a small PLC example program. In Sect. III the individual steps to apply the SAT solving process for range analysis are detailed. The paper ends with an extensive list of related work in Sec. IV and a concluding discussion in Sect. V.

II. WORKED EXAMPLE

We motivate our approach with the example program shown in Fig. 1. This program has two inputs $x$, $y$ and one output $z$, all of type BYTE (ranging from 0 to 255). In each cycle $z$ is set to $\min(x + y, 3)$: The sum of $x$ and $y$ is calculated in lines 10 and 11. If it is less than 3 (line 12), the program conditionally jumps to label, where the sum of $x$ and $y$ is stored in $z$. Otherwise, 3 is loaded in the accumulator and stored in $z$ (line 13 and 14).

One way to enable the verification of such a PLC program is to apply model checking to the state space of the program. Here, a state refers to the configuration (a tuple representing the values of all variables, inputs and outputs) of the PLCs after the execution of a cycle. As an example, a state of the program in Fig. 1 could be $(x = 0, y = 2, z = 2)$. We can generate a successor of a state by assigning new input values and simulating the PLCs cycle, thus finding new outputs. If we repeat this step for all states and all possible input values, we generate a Kripke structure that contains all reachable states of the program and their connecting transitions. Using a model checker, we now can prove certain properties of this structure using logical formulae. We could prove, for instance, that no invalid state is reachable or that a safety state is reachable from all states.

The limiting step here is the generation of the state space. Even for the example program, each state has 65536 successors, due to the two input variables, which can take values ranging from 0..255. Each additional input would exponentially increase this number, which is the well-known state explosion problem [13] of model-checking.

To alleviate this problem, different abstraction techniques have been proposed. The keys idea of those abstractions is to combine a set of states that can be treated similarly into a macro state. Consider, for instance, the variable $x$ of the program. Whenever this variable is bound to the interval $[3, 255]$, the conditional branch in line 13 is not taken, always resulting in a state where $z$ is 3. Since addition is symmetric, this also applies to $y$. Thus, we only have to generate successors where $x$ and $y$ assume the intervals $[0, 0]$, $[1, 1]$, $[2, 2]$ and $[3, 255]$, drastically reducing the number of successors.

In the next sections we will investigate how to derive suitable intervals automatically.

A. Refinement

In previous work [10], we describe a refinement technique for abstract values which is based on solving constraints. Our simulation starts with the most general abstract value (intervals ranging over the complete domain), which then are subsequently refined using guards at certain points in the program.
To find suitable refinements, the program is transferred into a static single assignment (SSA) form [14]. A constraint on an intermediate value can then be symbolically rewritten into a constraint on an input variable. This input variable is refined into an abstract value representing less concrete values, removing the problematic intermediate value at the guard after restarting the cycle with new values.

In the example program, the conditional jump in line 13 demands a concrete value in the accumulator (the PLC execution mode forbids non-deterministic execution during the cycle) and would therefore be guarded by a constraint. That is, the expression \((x + y > 3)\), which we can extract out of the SSA form, must either be true or false for all concrete values represented by the variables.

The existing constraint solver, however, has the drawback that for technical reasons, constraints involving two variables are resolved by splitting one variable completely into concrete values. In the example, it would split \(x\) into the values 0, ..., 255 and only generate intervals \([0, 0]\), \([1, 1]\), \([2, 2]\) and \([3, 255]\) for \(y\).

**B. Range Analysis**

In this paper, we solve such constraints involving multiple variables by introducing a SAT solving technique to find suitable abstract values for both variables. To achieve this, we encode our constraints as SAT instances containing the bits of the variables involved as propositional variables. Therefore, the trace of instructions yielding to a guard is bit-blasted, which is detailed in the next section. For the example program, we would obtain the Boolean formula

\[
f((x_7, \ldots, x_0, y_7, \ldots, y_0)) := (x + y < 3)
\]

at the conditional jump, i.e., for each solution of \(f\), we have \((x + y < 3)\).

In a naïve approach, we would now call a SAT solver to get a solution \((b_0, \ldots, b_m)\) with \(b_i \in \{0, 1\}\) of \(f\). A blocking clause \(\neg b\) would then be added to suppress the old solution, and iteratively calling the SAT solver on \(f \land \neg b\) would allow us to find all solutions of \(f\). Since this approach involves solving 256 SAT instances for both variables, it is obviously infeasible.

If we set \(x_7 = 1\), however, the formula \(f \land x_7\) is no longer satisfiable, because this would imply \(x > 127\). This allows to infer that the lower bound of \(x\) is \(\leq 127\), which is a key idea of the SAT based interval analysis: By testing whether the formula satisfiable setting the MSB to 0 or 1, the upper and lower bound of a variable can be confined. This step can be repeated with the next significant bit. Since this is similar to a binary search, the number of SAT instances to be solved is bound by the number of bits of the variables involved.

Using this techniques for the example program, the interval \([0, 2]\) would be inferred for both variables, i.e. the conditional branch can only be taken if the variables both lie in this interval. We can now restart the cycle with, say, \(x = [0, 2]\) and \(y = [3, 255]\). While in the latter case the conditional jump is never taken, the former case need to be refined further into the cases \(x = [0, 2]\) and \(y = [3, 255]\). In Fig. 2, these further refinements are shown as a tree. Input intervals that are still inconsistent for the conditional jump are marked with rounded corners. These input values are refined until the guard at the conditional jump is fulfilled (i.e., the jump is either taken or not taken for all values in the interval). Note also that for the state where \(x = y = [0, 2]\), the SAT solving technique cannot find a proper refinement, so \(x\) is split into concrete values.

For all input intervals at leafs (marked with a rectangle), successors have to be generated, creating 7 successors in total for the example program using the new technique.

**III. SAT Solving for Range Analysis**

We will now detail the inner workings of the refinement step using SAT solving.

A. Generating a Boolean Constraint

Our CEGAR approach uses the following refinement loop, initially described by Kurshan [15]:

1) We store our refinements on a stack. In the first step, all variables are assigned to the most broad abstract value (full interval) of their domain.

2) A cycle of the PLC is executed using the abstract values in the variables.

3) If one of the above mentioned situations occurs, where the simulation cannot proceed, the constraint solver is used to find a new refinement for an input variable, which is then put on the stack and step 2 is repeated.

4) The atomic propositions of the formula are evaluated. If a truth value cannot be determined, again the constraint solver is used to find a new refinement, which is put on to the stack and step 2 is repeated.

5) The fresh successor state is stored in the state space.

6) The refinement on top of the stack is advanced until all values of the domain all values of the domain have been assigned. It is then removed. If the stack is empty all successors are created. Otherwise repeat with step 2.

In step 3 and 4, a constraint solver is called to transform a constraint on an intermediate value into a constraint on an input variable. This input variable is then assigned a refined value that avoid the inconsistent value for a decision after a restart of the cycle. To ensure termination, each refinement must create intervals that are proper subsets of the existing interval. If no proper subset is found, the input variable is split into concrete values, such that all constraints are fulfilled trivially.

To apply SAT solving to this process, we need to express the constraint as a Boolean formula. Since the execution trace of the program a straight trace from the beginning of the cycle to a guarded instruction, we can directly and automatically derive the Boolean formula by expressing all instructions on this trace by Boolean logic, in addition to the target constraint on the output variables. The force of this approach is that describing the relations semantics of a path in propositional Boolean logic is a standard technique in software model checking. The SAT solver thus resolves the relations between different bits automatically so as to infer input intervals. Expressing
the semantics of the instruction set, however, requires some careful engineering. Each operation needs to be described in Boolean logic. As an example, consider the operation ADD $x$, which adds the value of variable $x$ to the current result in the accumulator, where it also stores the result. To bit-blast this instruction, introduce bit-vectors $x = \langle x_7, \ldots, x_0 \rangle$ for $x$ as well as $cr = \langle cr_7, \ldots, cr_0 \rangle$ and $cr' = \langle cr'_7, \ldots, cr'_0 \rangle$ for the accumulator (current result) before and after the instruction. With additional intermediate carry-bits $c$, the semantics of the operation is described propositionally as a full adder as follows:

$$\varphi(cr, x, cr') = \begin{cases} (\bigwedge_{i=0}^{7} cr'_i \leftrightarrow cr_i \oplus x_i \oplus c_i) \land \neg c_0 \land \\
(\bigwedge_{i=0}^{3} c_{i+1} \leftrightarrow (cr_i \land x_i) \lor (cr_i \land c_i) \lor (x_i \land c_i)) \end{cases}$$

Similar encodings can be derived for any operation available in IL. However, recall that SAT solvers typically expect input formulae to be in conjunctive normal form (CNF). We thus transform the formula into an equivalent formula in CNF [16]. Introducing fresh existentially quantified variables ensures that the size of the resulting formula is only a linear multiple of the size of $\varphi(cr, x, cr')$. Observe that SSA conversion of the program makes bit-blasting trivial. For example, to bit-blast the fragment ADD $x$; ADD $y$, it is sufficient to pass $\varphi(cr, x, cr') \land \varphi(cr', y, cr'')$ converted into CNF to the SAT solver, where $cr''$ denotes the bit-vector representing the output value of the accumulator after the second instruction.

B. Solving the Constraint using Nested Intervals

We will now detail how we use a SAT solver to infer the upper and lower bounds a variable $x = \langle x_{n-1}, \ldots, x_0 \rangle$ can take for a given constraint $f'$. In the first step, we add the interval to the constraint $f'$ that $x$ is already bound to. If $x$ is bound to the interval $[a, b]$, we set

$$f := f' \land (x \geq a) \land (x \leq b).$$

This existing interval might have arisen in a previous refinement step or a previous execution of a cycle; thus we ensure here that these previous refinements are taken into account.

In the second step, we infer the lower bound $x_l$ the variable $x$ can take. To achieve this, we test whether $f \land \neg x_{n-1}$ is satisfiable. If so, we know that minimum $x_l$ also has a 0 at this position. Otherwise, $f \land \neg x_{n-1}$ is unsatisfiable, so the minimum must be greater than $2^{n-1}$ and $x_l$ has a 1 at the MSB position. This process is iterated for $x_{n-2}, x_{n-3}, \ldots, x_0$ until all bits of $x_l$ are inferred after $n$ steps.

In the last step, the upper bound $x_u$ of $x$ is found. This is similar to the lower bounds, except we now start by testing whether $f \land x_{n-1}$ is satisfiable, which implies that the maximum $x_u$ has a 1 at the MSB position. Otherwise, if $f \land x_{n-1}$ is unsatisfiable, the maximum must be smaller than $2^{n-1}$ which implies that the MSB of $x_u$ is 0. This process can be iterated the same way.

This algorithm describes the case of an unsigned variable $x$. For a signed variable, a similar algorithm could be used, that first deduces the sign of the minimum, testing if $f$ has a solution with the MSB of $x$ set.

C. Using the Negated Constraint

Consider the constraint $g := (x + y \geq 3)$. For $g$, the SAT based constraint solver will infer the interval $[0, 255]$ for $x$ and $y$, because the constraint is satisfiable for all values. Thus, the constraint solver will not find a proper refinement for $x$ and $y$, and it would still be necessary to split one variable into concrete values.

It this case, it is worthwhile to look at the negated constraint $\neg g$: Note, that $\neg g = f$ (from the last section), so the negation of $g$ allows us to find a refinement as seen before. Therefore, our algorithm also takes the negated formula into account, when no proper refinement is found.

IV. RELATED WORK

Our method is related to techniques from three fields of research, namely abstraction and refinement in model checking, the verification of software for PLCs, and SAT-based abstract
interpretation. The relations to previous contributions in either field are discussed in the remainder of this section.

A. Abstract Interpretation

The methodologies used to represent an abstract program semantics date back to the early days of abstract interpretation [3]. In particular, intervals were the first numerical abstract domain used in program analysis [3]. However, it took several decades until it was observed that combining bit- and word-length intervals using the reduced cardinal product allows to accurately reason about bit-manipulating programs [17], [18], [19]. In contrast to our work, these approaches do not apply any refinement to abstract descriptions. Following the observation of Regehr et al. [19] that low-level code requires accurate transformers there has been increasing interest in automatically synthesizing optimal abstractions [20], [21] from the concrete semantics of a program based on SAT solving [22], [23], [24]. Our method builds upon these methods.

B. Abstraction and Refinement

The idea of refining abstract representations of states using encountered over-approximations was formulated by Kurshan [15]. His observation led to the development of techniques for automated predicate abstraction [25] and the well-known CEGAR approach [5] which we implemented in our analysis framework. These techniques have found wide application in model checking in different contexts. For instance, Ball et al. [4] apply predicate abstraction and automated abstraction refinement to C code translated into Boolean programs [26]. In contrast, Henzinger et al. [6] propose a lazy abstraction scheme that refines only parts of the predicates in the program. Our refinement step for input variables can be seen as a simplified adaptation of their method. Furthermore, the abstraction-refinement scheme has found its way into all areas of model checking such as bounded model checking [27]. Compared to our method, the main difference of existing techniques is that they operate on a general purpose abstraction of the program, such as Boolean programs [4], whereas our method exploits knowledge about the underlying hardware platform. It is also important to appreciate that backward interval analysis using SAT solving yields optimally precise initial constraints (w.r.t. the given constraints), thereby improving the precision of the first constraint-based implementation of our framework [10].

C. PLC Verification

Several attempts have been made in the past to apply model checking to software for PLCs. The first approach goes back to Moon [28], who translated programs given as Ladder Diagrams into the input language of SMV. This approach, however, only supports a very limited subset of Ladder Diagrams (namely, Boolean functions) and does not apply any abstraction, which leads to state explosion for small problems already. Later, Canet et al. [29] verified programs written in IL using NuSMV. The drawback of their method is that they only support a subset of IL and do not account for the cyclic scanning mode. A different approach was followed by Mertke and Frey [30], who translated IL programs into Petri nets, also not supporting the complete IL instruction set.

Huuck [31] used CADENCE SMV to verify PLC programs written as Sequential Function Charts (SFCs). Since parts of the defined SFC constructs have an ambiguous semantics, they only support a well-defined subset of the input language, which is described in [32]. In 2007, Pavlovic et al. [33] described an approach to translate PLC programs in Statement List — a vendor-specific language similar to IL — into the input language of NuSMV. Their approach, however, is not applicable to programs with several inputs without manual intervention. On the other hand, Süßow and Drechsler [34] applied equivalence checking using SAT to the task of PLC verification. Schlich et al. [9] introduced the concept of abstract simulation for PLC verification. This approach, which to a certain degree forms the basis of our framework, performs abstraction without refinement, and thus, often leads to spurious warnings. In [10], we described CEGAR for PLCs using a handwritten backward constraint solver. The main contribution of this paper with respect to that work is to replace the constraint solver with an automatic decision procedure to infer interval constraints. This approach alleviates the problem of designing backwards transformers, which can be challenging for certain kinds of operations.

V. CONCLUDING DISCUSSION

A. Conclusion

This paper describes an approach that combines model checking based on counterexample-guided abstraction refinement for PLCs with recent advances in automatic abstraction for programs whose semantics is described in terms of bit-vector relations. The key idea of this work is to integrate a description of the concrete (relational) semantics of a program using Boolean logic into the refinement loop. Describing the program in a relational fashion using Boolean encodings is a well-known technique, which is, for example, frequently used in bounded model checking [35]. The main contribution of our work is to pair this technique with successive refinement of interval abstractions based on SAT solving. The approach will thus directly profit from future advances in SAT solvers.

B. Future Work

Although we have illustrated the approach using SAT-based interval abstraction, the key steps of the algorithm — that is, encoding the concrete semantics of a program using propositional Boolean logic and deriving refined abstractions on the fly — are independent of the choice of abstract domain. It will therefore be interesting to evaluate the effectiveness and performance on weakly-relational domains such as octagons [36] by integrating the abstraction procedure recently developed by Brauer and King [24]. Their method rests on encodings, which are similar to those described in this work.

Orthogonal to choice of abstract domain is the question of integrating the reuse of refined constraints, which have been inferred for one cycle of the PLC, in the verification of another cycle. We believe that caching of such refinements has
the potential to significantly improve the performance of the described approach.
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